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Introduction

This document describes the configuration of the load balancing modules of F5 Networks BIG-IP
software (F5), Citrix NetScaler, HAProxy and NSX load balancers for vRealize Operations

Manager.

This document is not an installation guide, but a load-balancing configuration guide that
supplements the vRealize Operations Manager installation and configuration documentation
available in the vRealize Operations Manager Documentation Center.

This information is for the following products and versions.

Product Version

VRealize Operations 6.6.1,6.7, 7.x, 8.X

Manager

F5 BIG-IPLTM 1.5, 1.6, 12.1, 13.0, 14.x, 15.X,
16.x

F5 BIG-IP GTM** 15.x, 16.x

Citrix NetScaler 10.5%, 11.0%, 11.x, 12.x, 13.x

NSX-V 6.1.3, 6.2.%, 6.3.X, 6.4.X
NSX-T 2.2.X, 2.3.X, 2.4.X, 2.5.X, 3.x.x
HA Proxy v1.5.x, 1.8.x

RHEL Vv7.X, v8.X

Keepalived v1.3.x

Documentation

https://docs.vmware.com/en/vRealize-Operations-
Manager/index.html

https://support.f5.com/csp/knowledge-center/software/
BIG-IP?module=BIG-IP%20LTM

https://support.f5.com/csp/knowledge-center/software/
BIG-IP?module=BIG-IP%20GTM

https://www.citrix.com/products/netscaler-adc/

https://pubs.vmware.com/NSX-6/index.jsp#Welcome/
welcome.html

https://docs.vmware.com/en/VMware-NSX-T/index.html
http://www.haproxy.org/

https://access.redhat.com/documentation/en-US/
index.html

http://www.keepalived.org/

* Citrix NetScaler VPX versions prior to 11.0 65.35 have a bug which prevents them from using
TLS 1.1/1.2. For more information, please refer to the NetScaler section of this document.

** F5 BIG-IP GTM is supported only for use with vRealize Operations Continuous Availability
feature and could not be considered as a replacement for BIG-IP LTM

This chapter includes the following topics:
m  Load Balancing Concepts

m VRealize Operations Manager Overview
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Load Balancing Concepts

Loadbalancers distribute connections among servers in high availability (HA) deployments.

Following are the advantages of using a load balancer in front of the vRealize Operations
Manager cluster:

m Utilizing a load balancer ensures that the deployed cluster is properly balanced for
performance of Ul traffic.

m  Allows all nodes in the cluster to equally participate in the handling of Ul sessions and traffic.

m  Provides high availability if any admin or data node fails, by directing Ul traffic only to serving
nodes in the cluster.

m  Provides simpler access for the users. Instead of accessing each node individually the user
only needs one URL to access the entire cluster and not be concerned with which node is
available.

m  Provides load balancing, high availability and ease of configuration for the End Point
Operations (EPOps) agents.

The system administrator backs up the loadbalancers on a regular basis at the same time as
other components.

Follow your site policy for backing up loadbalancers, keeping in mind the preservation of network
topology and vRealize Operations Manager backup planning.

Selecting a Load Balancer

There are no specific requirements for selecting a load balancer platform for vRealize Operations
Manager. Majority of Load Balancers available today support complex web servers and SSL.

Load balancer can be used in front of a vRealize Operations Manager cluster if certain
parameters and configuration variables are followed. HAProxy was chosen for this example due
to its ease of deployment, open source availability, stability, capability handling SSL sessions, and
performance. Following are some of the parameters that should be considered for configuring
other brands of load balancers:

m  You must use TCP Mode. HTTP mode is not supported.

m |t is not recommended to use round-robin balancing mode
m  Cookie persistence does not work

m  SSL pass-through is used, SSL termination is not supported

m |P Hash type balancing is recommended to ensure that the same client IP address always
reaches the same node, if the node is available

m  Health checks should be performed with public API provided by vRealize Operations
Manager.

VMware, Inc. 6
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How to Handle SSL Ul Certificates with a Load Balancer

In all the default installations of vRealize Operations Manager nodes a default self-signed VMware
certificate is included. You can implement your own SSL certificate from an internal Certificate
Authority or external Certificate Authority.

For more information on the certificate installation procedures, see Requirements for Custom
vRealize Operations Manager SSL Certificates.

In addition to these configuration variables it is important to understand how SSL certificates are
distributed in a cluster. If you upload a certificate to a node in the cluster, for example: the master
node, the certificate will then be pushed to all nodes in the cluster. To handle Ul sessions by all
the nodes in the cluster you must upload an SSL certificate that contains all the DNS names
(optional: IP addresses and DNS names) in the Subject Alternative Name field of the uploaded
certificate. The common name should be the Load Balancer DNS name. The subject alternative
names are used to support access to the admin Ul page.

When the certificate is uploaded trough admin Ul page it is pushed to all the nodes in the cluster.
Currently, when you use a load balancer with vRealize Operations Manager, the only supported
method is SSL pass-through, which means the SSL certificate cannot be terminated on the load
balancer.

To change SSL certificate on a cluster deployment:

Procedure

1 Login to the master node by using the following link: https://<ipaddress>/admin.

e

.rl-_-l —

2 On the top right side, click the certificate button to change the certificate.
3 Click on Install New Certificate

4 Click on Browse button and choose PEM certificate file.

5

After certificate verification click Install.

Results

When you view the certificate on the node that you are accessing, you will see all nodes in the
cluster listed in the certificate SAN.

VRealize Operations Manager Overview

The vRealize Operations Manager clusters consist of a master node, an optional replica node for
high availability, optional data nodes, and optional remote collector nodes.
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You can access and interact with the product by using the product Ul available on the master
and data nodes. The remote collector nodes do not contain a product Ul and are used for data
collection only. The product Ul is powered by a Tomcat instance that resides across each node
but is not load balanced out of the box. You can scale up vRealize Operations Manager
environment by adding nodes when the environment grows larger.

vRealize Operations Manager supports high availability by enabling a replica node for the
vRealize Operations Manager master node. A high availability replica node can take over the
functions that a master node provides. When a problem occurs with the master node, fail-over to
the replica node is automatic and requires only 2 to 3 minutes of vRealize Operations Manager
downtime. Data stored on the master node is always backed up on the replica node. In addition,
with high availability enabled, the cluster can survive the loss of a data node without losing any
data.

Node Role Functions

Master Node It is the initial, required node in the cluster. All other nodes are managed by the master node. It contains
the product UL

In a single-node installation, the master node performs data collection and analysis as it is the only node
where vRealize Operations Manager adapters are installed.

Data Node In larger deployments, only data nodes have adapters installed to perform collection and analysis. It
contains the product Ul.

Replica Node To enable high availability, the cluster requires that you convert a data node in to a replica of the master
node. It does not contain product Ul.

VRealize Operations Manager Architecture
Information about vRealize Operations Manager maximum supported nodes

Information about vRealize Operations Manager maximum supported nodes in analytics cluster as
well as other information related to High Availability can be found in the sizing guideline
document.

Remote collectors are not considered part of the analytics clusters as they do not participate in
any type of data calculations or processing. EPOps traffic is load balanced to the same cluster.

Note The load balancer cannot decrypt the traffic, hence cannot differentiate between EPOps
and analytics traffic.

Following is a basic architecture overview of a vRealize Operations Manager 8-node cluster with
high availability enabled.
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Figure 1. vRealize Operations Manager 8-Nodes Cluster with High Availability

Configuring End Point Operations Agents

End Point Operations agents are used to gather operating system metrics to monitor availability
of remote platforms and applications.

End Point Operations agents collected metrics are sent to the vRealize Operations Manager
server. You can configure additional load balancer profile or dedicated load balancer to separate
analytics traffic from EPOps traffic.

The steps to configure EPOps load balancer are described as required throughout this document.

You must shut down that the load balancer while upgrading or shutting down vRealize
Operations Manager cluster. The load balancer should be restarted after the cluster is upgraded.

In the case of EPOps balancing, the overall latency between agent, load balancer, and cluster
should be lower than 20 milliseconds. If the latency is higher, you must install a remote collector
and direct the agents directly to it.
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HAProxy Installation and
Configuration

HAProxy offers high availability, load balancing, and proxying for TCP and HTTP-based
applications. Both multi-arm and one-arm configurations are tested and supported.

Prerequisites

Following are the prerequisites to ensure a functional load balancer configuration and

deployment.

OS: Red Hat Enterprise Linux (RHEL) v7.x or v8.x

CPU: 2 vCPU

Memory: 4GB

Disk space: 50GB

HAProxy 1.5.x for RHEL 7.x or v1.8.x for RHEL 8.x

Fully functioning DNS with both forward and reverse lookups

All nodes in the vRealize Operations Manager cluster operating correctly

HAProxy deployed in same datacenter and preferably on the same cluster as vRealize
Operations Manager

HAProxy not deployed on the same ESX hosts as vRealize Operations Manager cluster to
ensure availability

Minimum 2-node deployment of vRealize Operations Manager cluster

Deployment does not require high availability to be enabled, but it is recommended that you
enable high availability

One master node and at least one data node is required for using a load balancer beneficially

This chapter includes the following topics:

Install Single-Node HAProxy
Configure Logging for HAProxy
Configure HAProxy

Advanced Configuration: HAProxy with Keepalived

VMware, Inc. n
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Install Single-Node HAProxy

HAProxy installation guide.

HAProxy installation is supported and tested on Red Hat Enterprise Linux (RHEL) 7.x or 8.x and
can be obtained from the official Red Hat repository. You can install HAProxy on RHEL 7.x or 8.x
by using yum package manager. To configure HAProxy as a load-balancer for vRealize
Operations Manager please follow the steps below:

Procedure

1 Perform a package update on system to ensure all packages are up-to-date:
yum update

2 Install HAProxy:
yum -y install haproxy

3 Copy original HAProxy configuration to backup file:
cp /etc/haproxy/haproxy.cfg /etc/haproxy/haproxy.cfg.bak

4 Configure HAProxy configuration. To configure analytics balancer, seeConfigure HAProxy
Analyticsand to configure EPOps balancer, seeConfigure EPOps HAProxy.

5 Allow firewall traffic through for the ports needed for HAProxy to function:

firewall-cmd —--permanent --zone=public --add-port=80/tcp
firewall-cmd —-permanent --zone=public --add-port=9090/tcp
firewall-cmd —-permanent —-zone=public --add-port=443/tcp

6 Reload the firewall configuration:

systemctl reload firewalld

7 Enable HAProxy to connect to any interface:

setsebool -P haproxy_connect_any 1

8 Enable HAProxy service:

systemctl enable haproxy

Results

Configure Logging for HAProxy

An administrator might want to configure logging of the HAProxy service to aid in monitoring and

troubleshooting an environment.

VMware, Inc.
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The HAProxy logger allows for the use rsyslog internally on the Linux installation to log to a local

file. You can also utilize vRealize Log Insight integration to send this log to a vRealize Log Insight

deployment by utilizing the new Log Insight Linux agent to greatly simplify the configuration and

logging of Linux platforms. To configure basic applications logging using rsyslog locally on the

server perform the following steps.

Procedure

1

Configure the rsyslog configuration file to accept UDP syslog reception:
vi /etc/rsyslog.conf
Uncomment the following lines:

# Provides UDP syslog reception
$ModLoad imudp
$UDPServerAddress 127.0.0.1
$UDPServerRun 514
Save the file:
wq!
Create the HAProxy logging configuration file for specific application parameters
vi /etc/rsyslog.d/haproxy.conf
Add the following line:
if ($programname == "haproxy') then -/var/log/haproxy.log
Save the file:
wq!
Create HAProxy Log file and set proper permissions:

touch /var/log/haproxy.log
chmod 755 /var/log/haproxy.log

Restart the rsyslog service:

Service rsyslog restart

Results

Configure HAProxy

The HAProxy configuration has been tested against an 8-node vRealize Operations Manager
cluster.

VMware, Inc.
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Clusters with fewer nodes up to a maximum of 16 analytics nodes are also supported and require
the same configuration. Every time the cluster is expanded, and a new node is deployed you
must edit the HAProxy configuration and add the IP address of the new node. After editing the
configuration file, the HAProxy service should always be restarted so the configuration is
reloaded. We recommended to set HAProxy global max. connections parameter (2000) and
node max. connections parameter (140) which covers most of the cases. However, we strongly
suggested to check the sizing of your environment and adjust those settings based on vVROps
load.

Configure HAProxy for vRealize Operations Manager Analytics
HAProxy for vRealize Operations Manager analytics confuguration guide

You can configure the HAProxy for vRealize Operations Manager analytics as follows:

# Configuration file to balance both web and epops
#global parameters global

log 127.0.0.1 local2
chroot /var/1lib/haproxy
pidfile /var/run/haproxy.pid
maxconn 2000

user haproxy

group haproxy

daemon

stats socket /var/lib/haproxy/stats
ssl-server-verify none
#default parameters unless otherwise specified defaults
log global
mode http
option httplog
option tcplog
option dontlognull
timeout connect 5000ms
timeout client 50000ms
timeout server 50000ms
#listener settings for stats webpage can be optional but highly recommended 1listen stats :9090
balance
mode http
stats enable
stats auth admin:admin
stats uri /
stats realm Haproxy\ Statistics
#automatic redirect for http to https connections
frontend vrops_unsecured_redirect *:80
redirect location https://<insert_fqdn_address_here>
#front settings in this case we bind to all addresses on system or specify an interface
frontend vrops_frontend_secure
bind <web dedicated ip>:443
mode tcp
option tcplog
default_backend vrops_backend_secure
#backend configuration of receiving servers containing tcp-checks health checks and hashing
#needed for a proper configuration and page sessions

VMware, Inc. 14
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#adjust the server parameters to your environment

backend vrops_backend_secure
mode tcp
option tcplog

balance source

hash-type consistent

option tcp-check

tcp-check connect port 443 ssl

tcp-check send GET\ /suite-api/api/deployment/node/status?

services=api&services=adminui&services=ui\ HTTP/1.0\r\n\r\n

## For older versions of VROPS from 6.6.1 to 7.5 please use the following “tcp-check”
# tcp-check send GET\ /suite-api/api/deployment/node/status\ HTTP/1.0\r\n\r\n

tcp-check expect rstring ONLINE

server nodel <Insert nodel ip address here>:443
server node2 <Insert node2 ip address here>:443
server node3 <Insert node3 ip address here>:443
server node4 <Insert node4 ip address here>:443

Note Please make sure to use proper tcp-check call in above instruction. Starting from vROps

check inter 15s
check inter 15s
check inter 15s
check inter 15s

check-ss1 maxconn
check-ss1 maxconn
check-ss1 maxconn
check-ss1 maxconn

140
140
140
140

fall 3
fall 3
fall 3
fall 3

rise
rise
rise
rise

w w w w

8.0 status API enhanced to track separate services status. Old “tcp-check” call provided above in

comments.

Configure EPOps HAProxy

EPOps via HAProxy configuration guide

You can configure EPOps HAProxy as follows:

# EPOPS Load Balancer configuration.
#global parameters

global
log 127.0.0.1 local2
chroot /var/1lib/haproxy
pidfile /var/run/haproxy.pid
maxconn 2000
user haproxy
group haproxy
daemon

stats socket /var/lib/haproxy/stats

ssl-server-verify none
#default parameters unless otherwise specified
defaults

log global

mode http

option httplog

option tcplog

option dontlognull

timeout connect 5000ms

timeout client 50000ms

timeout server 50000ms

#listener settings for stats webpage can be optional but highly recommended

listen stats :9090
balance
mode http

VMware, Inc.
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stats enable

stats auth admin:admin

stats uri /

stats realm Haproxy\ Statistics
#automatic redirect for http to https connections

frontend vrops_unsecured_redirect *:80

redirect location <Insert https fqdn here >

frontend epops_frontend_secure

bind <epops dedicated ip>:443

mode tcp

option tcplog

use_backend epops_backend_secure

#adjust the server parameters to your environment

backend epops_backend_secure

mode tcp

option tcplog

balance source

hash-type consistent

option tcp-check

timeout queue 20s

tcp-check connect port 443 ssl

tcp-check send GET\ /epops-webapp/health-check\ HTTP/1.0\r\n

tcp-check send \r\n

tcp-check expect string ONLINE
server nodel <Insert nodel ip address here>:443 check inter 15s check-ssl maxconn 140 fall 3 rise
server node2 <Insert node2 ip address here>:443 check inter 15s check-ssl maxconn 140 fall 3 rise
server node3 <Insert node3 ip address here>:443 check inter 15s check-ssl maxconn 140 fall 3 rise

w w w w

server node4 <Insert node4 ip address here>:443 check inter 15s check-ssl maxconn 140 fall 3 rise
Note The line “listen stats :9090” configures the status listener of HAProxy.

Verify HAProxy Configuration

HA Configuration verification

Procedure

1  When the configuration is completed, connect to http://haproxy_ip_address:9090 by using
the username and password used to configure HAProxy. In the above example, username:
admin and password: admin.

2 Verify that all the nodes rows are shown in green.

Advanced Configuration: HAProxy with Keepalived

In some circumstances and deployments, dual highly available HAProxy is required. In a single-
node deployment HAProxy becomes the single point of failure in the deployment and adds
potential reliability concerns.
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Also, if the HAProxy needs patches, updates, or other maintenance, the HAProxy becomes a
single point of downtime. To remediate this concern, deployment of two HAProxys and
Keepalived is used to ensure one node is always available. The configuration of the HAProxy can
be exactly same across nodes, simply adjusting for local node IP addresses. In most cases the
first deployed HAProxy virtual machine can simply be cloned and used as the secondary node.

Failover of a failed HAProxy node by using Keepalived has been tested to occur in less than 5
seconds depending on the network variables. The failover period was rarely noticed by the user
or effecting the Ul session, during the limited testing. Keepalived uses Linux Virtual Router
Redundancy Protocol (VRRP) and multicast advertisements from the master node. If the master
node stops sending advertisements the backup proceeds to send a gratuitous ARP to the
network and taking ownership of the VIP address and owns the hardware address that master
previously owned. The master and the backup monitor each other with multicast events at a rate
of once per second.

Figure 2-1. HAProxy with Keepalived
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Figure 2-2. vRealize Operations Manager 8-Nodes Cluster using HAProxy with Keepalived
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1 Clone the HAProxy VM or install a new VM with the same configuration as the first deployed

HAProxy.

2 Change Hostname and IP Address

3 Create VIP and point to main DNS record for vRealize Operations Manager cluster. For

example: acmevrops6.acme.com / 192.168.1.5)

You will now have 2x HAProxy load balancers running. For example: LB1/192.168.1.6 and

LB2/192.168.1.7.

4 Verify HAProxy configuration is located on both the load balancers. You should be able to
access either one and access vRealize Operations Manager cluster successfully.
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When both the HAProxies are confirmed working and contain identical configurations, you
should configure the Keepalived to ensure that you have availability between the two load
balancers.

5 SSH to LB1 which we will consider is the MASTER election.

yum install keepalived

6 You should configure the kernel to use a VIP to bind to vi /etc/sysctl.conf. Add the following
line to the file

net.ipv4.ip_nonlocal_bind=1

7 For the kernel to pick up the new changes without rebooting, run the following command:

sysctl —p

(o0]

Delete the file:
/etc/keepalived/keepalived.conf

9 Create a new file:

/etc/keepalived/keepalived.conf

10 In the new keepalived.conf file add the following

Master Node
global_defs {
router_id haproxy2 # The hostname of this host.
}
vrrp_script haproxy {
script "killall -0 haproxy"
interval 2
weight 2
}
vrrp_instance 50 {
virtual_router_id 50
advert_int 1
priority 50
state MASTER
interface eth®
virtual_ipaddress {
Virtual_IPaddress dev eth® # The virtual IP address that will be shared between MASTER and
BACKUP
}
track_script {
haproxy

11 Verify that above the Router_ID is the HOSTNAME of the local load balancer that you are
setting up.

VMware, Inc.
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12
13

14

15
16

17

18

19

20

21

22

Verify that you have set up the correct network device, check if you are using ethO.

Verify that above the Virtual_IPaddress is the VIP address, and not the local IP address of the
LB1 node.

Set the priority in increments of 50. In this example, the node has the highest priority, so it is
set to 100. Verify that the node is set as the master node.

Save the configuration file and restart the services.

You must enable the Keepalived service:

systemctl enable keepalived
Run the commands:

service keepalived restart
service haproxy restart

To display if the node has the active load balancer IP, run:
ip a | grep eth®

If the system you are on displays the primary IP address of the load balancer, then this is the
active system processing traffic. Verify that only one system displays the primary IP address
of the load balancer.

If the address is present on both the machines, the configuration is incorrect, and both the
machines might not be able to communicate with each other.

To configure the second LB2 Keepalived service perform the same steps as above and
configure Keepalived service on LB2.

In the new keepalived.conf file add the following for the slave node:

global_defs {

router_id haproxy4 # The hostname of this host!
}
vrrp_script haproxy {

script "killall -0 haproxy"

interval 2

weight 2
}
vrrp_instance 50 {

virtual_router_id 50

advert_int 1

priority 50

state BACKUP

interface etho

virtual_ipaddress {

Virtual_IPaddress dev eth® # The virtual IP address that will be shared betwee MASTER and

BACKUP.

}

VMware, Inc. 20



VvRealize Operations Manager Load Balancing

23
24

25

26
27

28

29

30

track_script {
haproxy
}
}

Verify that the Router_ID is the HOSTNAME of the local load balancer that you are setting up.

Verify that above the Virtual_IPaddress is the VIP address and not the local IP address of the
LB1 node.

Set the priority in increments of 50. In this example, the node has the highest priority, so it is
set to 100. Verify that the node is set as the backup.

Save the configuration file and restart the services.

You must enable the Keepalived service:
systemctl enable keepalived

Run the commands:
service keepalived restart

To display if the node has the active load balancer IP, run:
ip a | grep eth®

If the system you are on displays the primary IP address of the load balancer, then this is the
active system processing traffic

VMware, Inc. 21



F5 BIG-IP LTM Installation &
Configuration

The F5 BIG-IP Local Traffic Manager load balancer configuration is similar to the HAProxy
configuration.

The LTM uses SSL pass-through in the same manner as with the HAProxy configuration. The LTM
configuration has been tested in both one-arm and multi-arm topologies.

Prerequisites

The following are the prerequisites for a functional LTM configuration in front of a vRealize
Operations Manager cluster:

This document assumes that an LTM device is already deployed in the environment and is
configured with network connectivity to the deployed environment where the load balancer
instance would be used and run from.

The LTM can be either physical or virtual and can be deployed in one-arm or multi-arm
topologies

The Local Traffic Module (LTM) must be configured and licensed as Nominal, Minimum, or
Dedicated. You can configure LTM on System > Resource Provisioning page.

A vRealize Operations Manager cluster has been deployed in the environment and is fully
functional and all nodes in the cluster are accepting Ul traffic. This cluster might have high
availability enabled but it is not a requirement.

An additional VIP/Virtual Server IP address for vRealize Operations Manager analytics.

An additional VIP/Virtual Server IP address for EPOps in case you are configuring separate
load balancers for analytics and EPOps.

This chapter includes the following topics:

Configure Custom Persistence Profile
Configure Health Monitors

Configure Server Pools

Configure Virtual Servers

Verify Component and Pool Status
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Configure Custom Persistence Profile

There are multiple possible profiles provided out of box in most LTM deployments and creating a
custom persistence profile using source addresses affinity.

You must create a customer persistence profile by using the following steps:

Procedure
1 Loginto the LTM and select Local Traffic > Profiles > Persistence.
2 Click Create.

3 Enter the name source_addr_vrops and select Source Address Affinity from the drop-down
menu.

4 Enable Custom mode.
5 Set the Timeout to 1800 seconds (30 minutes).

6 Click Finished.

Results

Note The timeout of the vRealize Operations Manager user sessions, configured through the
Global Settings page is 30 minutes is, consistent with vRealize Operations Manager configuration.
If the timeout value is updated for vRealize Operations Manager, it should be updated for LTM
too.

Example for vRealize Operations Manager analytics configuration:

General Properties

MName source_addr_vrops

Pariition  Path Common

Persistence Type Source Address Affinity

Parent Profile source_addr r
Configuration

Match Across Senvices
Match Across Virtual Servers

Match Across Pools

Hash Algarithm Default »

Timeout Specify.., v | 1800 seconds
Prefix Length Mane v

Map Proxies ¥ Enabled

Owverride Connection Limit
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Example for EPOps configuration:

General Properties

Mame source_addr_epops

Partition / Path Common

Persistence Type Source Address Affinity

Parent Profile ‘source_addr v |
Configuration

Match Across Sém‘ces

Match Across Virlual Servers

Match Across Pools

Hash Algorithm Default »

Timeout Specify... * || 1800 seconds
Prefix Length Mone v

Map Proxies ¥ Enabled

Ovemride Connection Limit

Configure Health Monitors

Health monitors are required to ensure the LTM has the proper endpoints on the vRealize
Operations Manager node to test to make sure the node is available and functioning for clients to
access the node.

In this case, create a few Health Monitors to ensure all URLs are checked properly for availability.

Procedure
1 Loginto the LTM and from the main menu select Local Traffic > Monitors.

2 Click Create and provide the required information as shown in the following tables.Leave the
default when nothing is specified.

Results

vRealize Operations Manager Analytics configuration:
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Receive
Name type interval timeout send string string Description
vrops_https https 20 61 GET /suite-api/api/deployment/node/status? ONLINE  Default
services=api&services=adminui&services=ui\r\n HTTPS
monitor to
Note: For older versions of vVROPS from 6.6.1to 7.5 ensure the
please use the following URL call, as starting from HTTPS pége
VROps 8.0 status APl enhanced to track separate is accessible
services status.
GET /suite-api/api/deployment/node/status \r\n
EPOPS configuration:
name type interval timeout send string receive string Description
vrops_epops https 20 61 GET /epops-webapp/health- ~ ONLINE Heartbeat page used to
checkHTTP/1.0\r\n monitor the epops health
Example for vRealize Operations Manager analytics configuration:
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- Poparies

Local Traffic » Monitors o vrops hit

‘General Properties
Mame wops_hiips
Partibcn | Path Camiman
Dre=scriphicn Dem;nﬁj[ﬁ_ﬁmuwmwemmiﬁwqaccaw |
Type HTTFS
Farent hMonsdor hilps:
Configuration;  Ba®c
Intenal X SE00NaS
Timeout B1 Se0onds
GET Jauite-ap:/api/deployment /node/ statusiservices=ullservices=asmingl LeervicesTspiirin
Send String
ERILINE
Receive Siing
Regeive Disabie String
Cipher List DEFAULT +5HA +3DES +KEDH
User Name
Passwond
Reverse Yes = No
Trarspaneni Yes = No
Akas Aooress * Al AgdTesses
Alias Service Por * Al Poits
Adaptie Enabled

=)

Example for EPOps configuration:
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Local Traffie . Moniors .

WNps _irpogres

Progafies [P

I

General Properties
Flar WIOpS_Epops
Partition | Path Comemon
Descripion _HHI“K'HT[:'IEI_DG wsed 1o monisor hi I'FIHI'S higdlh
Typé HTTFS

Parent Monitor hitips

Configuration: Basic v
Invhenad i seconds
Tirndoud 61 setonds

GET Jepopa-webapp/health-check HTTR/L.0LWIVR

Send String

OHLINE
Receis String
Rucene Digable String
Chaber List DEFALLT =3HA =+ IDES «kEDH
User Mame
Passwod
REv@rs Wers ™ Mo
Transparent Yes '™ No
Alias Addrezs " All Addregses
Allas Sendce Pod * All Ports
Adaglivi Enablad

Updale || Delets

Configure Server Pools

Server Pools are used to contain the pools of members or nodes that will be receiving traffic.

You will only need to create a single pool for a vRealize Operations Manager cluster with all
nodes participating in the Ul traffic as members. In most cases, you will add each node in the

cluster except for the remote collectors.

Procedure

1 Loginto the LTM load balancer and select Local Traffic > Pools.

2 Click Create and provide the required information.Leave the default when nothing is

specified.
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3 Enter each pool member as a New Node and add it to the New Members.
4 Repeat steps 1, 2, and 3 for each row of information in the following table.

5 On the Members page, select the Load Balancing Method as the Least Connections (node)
and Priority Group Activation as Disabled.

Results

vRealize Operations Manager Analytics configuration:

Name Description Health Monitors Load Balancing Method Node Name
ha-vrops-prod vRealize Operations Manager vrops_https Least Connections vrops_nodel:<ipaddress>
Pool vrops_node2:<ipaddress>

vrops_node3:<ipaddress>

EPOps configuration:

Name Description Health Monitors Load Balancing Method Node Name
ha-epops-prod VvRealize Operations Manager  vrops_epops Least Connections vrops_nodel:<ipaddress>
Pool vrops_node2:<ipaddress>

vrops_node3:<ipaddress>

Note Ensure that you are using the correct service port: 443 for SSL.

Example

Example:
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Configure Virtual Servers

Virtual servers contain the virtual IP address (VIP) for the pools of nodes that will be accessed.

In this case, there are two separate VIP's created with the same IP address. One virtual server will
be for insecure traffic which will leverage a custom iRule to ensure the traffic gets redirected
properly to the HTTPS session. The second virtual server will be used for secure traffic to ensure
traffic will be sent directly to the secure HTTPS web page normally.

Procedure
1 Login to the LTM load balancer and select Local Traffic > Virtual Servers.

2 Click Create and provide the required information. Leave the default when nothing is
specified.

3 When all the settings are configured, click Update to create the first virtual server.

4 Repeat the steps to configure the second virtual server by using the settings in the table

below.

Results
Service
Destination Service HTTP  Address Default Default
Name Type Address Port Profile Translation Pool Persistence Profile iRules
ra- Standard <ipaddress> 80 HTTP Auto Map None None _sys_https_redirect
vVrops-
Vip-
http
ra- Performance <ipaddress> 443 None Auto Map ha- source_addr_vrops None
vrops-  (Layer 4) Vrops-
vip prod
epops- Performance <ipaddress> 443 None Auto Map ha- source_addr_vrops None
vip (Layer 4) epops-
prod

Example
Example:
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Verify Component and Pool Status

After completing configuration for health monitors, server pools, and virtual servers, verify the
status of the configured environment and filter to the specific deployment that was just
configured to get an overall view of the nodes, pools, and virtual servers.

Verification steps:

Procedure

1 To check the network map for an overall view of the server pools, select LTM > Network
Map.

2 Filter the Network Map by using the search box to enter the name of the virtual server name
used in the configuration.

3 Each status indicator represents the status of the node, the pool, and virtual server or
assigned VIP.

Example

Example:
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In the following example, you can see both the ra-vrops-vip and the ra-vrops-vip-http VIP are
functioning normally. When one of the nodes fail, the indicator will turn red and the indicator for
the pool turns yellow to represent a failure in the pool.
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Configuration

The F5 BIG-IP Global Traffic Manager DNS based load balancer is designed to be used together
with F5’s Local Traffic Manager for delivering globally distributed applications.

vRealize Operations supports the use of GTM only with the Continuous Availability feature
enabled and only for cross datacenter load-balancing between different Fault Domains.

This chapter includes the following topics:
m  Terminology

m  Architecture

m  Prerequisites

m  Configure Health Monitors

m  Configure GSLB Pools

m  Configure Wide-IP

Terminology

F5 Load Balancer terminology
GTM - Global Traffic Manager — DNS based load-balancer, used for cross-DC traffic routing

LTM - Local Traffic Manager — TCP/UDP based load-balancer, typically used in a single DC for
multi-server load balancing

CA - Continuous Availability — A vRealize Operations feature which enables you to stretch a
cluster across two DCs

FD - Fault Domain - A group of vRealize Operations nodes residing in a single DC. CA supports
up to 2 DCs or 2 FDs

Architecture

Typical deployment for vRealize Operations in CA mode includes 2, 4, 6, or 8 nodes based on the
appropriate sizing requirements.
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Those nodes should be deployed equally into two independent datacenters. One additional
witness node should be deployed in a third independent datacenter. Each datacenter is then
grouped in a Fault Domain e.g. FD #1 and FD #2. To distribute the traffic between nodes in a
Fault Domain, we also need to configure a LTM appliance for each FD (two in total) by following
the instructions in this guide.

Since a GTM device primarily handles dynamic DNS record updates, we need to plan the DNS
naming before the deployment of the Fault Domains. We also need to ensure all of the DNS
records are included into the vRealize Operations SSL certificate — at this point, the installer will
not include the address of the LTM VIPs or GTM Wide-IPs; therefore, it will be required to issue
and sign (either with external trusted CA or internal one) a new certificate.

In the example below, there are 4 data nodes per Fault Domain, 2 LTM VIPs and 1 GTM Wide-IP.
The idea behind this structure is to allow access to the GTM Wide-IP which is globally distributed
hence it will point to either FD #1 or FD #2 depending or the current availability (you can also
choose to use latency based traffic redirection so a user will be sent to the closest available FD)
or access a given FD directly by its LTM VIP for debugging purposes or as a last resort fail-safe.

Name Type ADDRESS
vrops-nodel.dcl.example.com A 1P
vrops-node2.dcl.example.com A IP
vrops-node3.dcl.example.com A P
vrops-node4.dcl.example.com A 1P
vrops-nodeb.dc2.example.com A 1P
vrops-node6.dc2.example.com A P
vrops-node7.dc2.example.com A 1P
vrops-node8.dc2.example.com A 1P
vrops-fdl.dcl.example.com A LTM VIP
vrops-fd2.dc2.example.com A LTM VIP
vrops.example.com Wide-IP/A  To be configured later in this chapter

The architecture should look similar to the diagram below:
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After deploying nodes in each FD and configuring the respective LTM load-balancers, we can
procced with the configuration of the GTM nodes. The GTM cluster itself can be deployed in any
architecture supported by F5. For our testing, we have used a GTM + LTM combined virtual
appliances deployed in each datacenter. We have also clustered only the GTM module since
there is no need for clustering on the LTM level. Having separate GTM and LTM appliances or
physical systems is supported.

A fully configured and deployed solution during normal operation:
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F5 GTM cluster
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Having the LTMs monitoring each individual vRealize Operations nodes and the GTMs monitoring
the accessibility of the entire Fault Domain, ensures the maximum possible fault protection with
the least possible overhead.

m In case there is only a single node failure in a Fault Domain, the local LTM will prevent any
traffic hitting the affected node while the entire Fault Domain will continue to remain
functional

m In case we experience an outage in the entire datacenter, the GTMs will re-route the traffic to
a healthy datacenter

m Failover and recovery are automatic in both scenarios
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Figure 4-1. Failover scenario #1 - single node failure
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Figure 4-2. Failover scenario #2 - full datacenter outage
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Prerequisites

The following are the prerequisites for a functional GTM configuration managing a vRealize
Operations Manager CA enabled cluster

GTM appliances have to be more than 1 and hosted in more than 1independent datacenter

GTM appliances can be deployed in any datacenter globally as long as they are in the same
cluster

LTM appliances have to be in the same datacenter as the respective Fault Domain which they
serve

GTM and LTM appliances have to be paired and trust must be established between them.
This is required so the GTM appliances can retrieve the health-check status from the LTM
appliances by utilizing the big3d agent.

GTM and LTM solutions can be either virtual machines or physical systems
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m  GTM and LTM solutions can be on the same systems or deployed separately

m  This document assumes that the LTM and GTM devices are already deployed in the
environment and network connectivity is configured. Generic configuration of LTM and GTM
devices is not covered in this document, please review the F5’s official documentation on
how to configure Prober Pools, DNS Listeners and Zones, and how to pair the devices and
group them into Datacenters

m  VRealize Operations must be deployed and the Continuous Availability feature needs to be
enabled

m  Configure static DNS records for all vRealize Operations nodes and Fault Domains

Example:

Name Type ADDRESS
vrops-nodel.dcl.example.com A P
vrops-node2.dcl.example.com A 1P
vrops-node3.dcl.example.com A P
vrops-node4.dcl.example.com A 1P
vrops-node5.dc2.example.com A P
vrops-node6.dc2.example.com A P
vrops-node7.dc2.example.com A P
vrops-node8.dc2.example.com A P
vrops-fdl.dcl.example.com A LTM VIP
vrops-fd2.dc2.example.com A LTM VIP
vrops.example.com Wide-IP/A  To be configured later in this chapter

m  Issue and sign an SSL certificate containing all related DNS records

Configure Health Monitors

GTM health monitors are used to determine the current status of an LTM Virtual IP and redirect
the traffic accordingly.

In case of Fault Domain failure our monitors will notice that and send the traffic to the remaining
Fault Domain.More about health monitors.

Procedure
1 Logintothe GTM web Ul and select DNS > GSLB > Monitors.

2 Click Create and provide the required information. Leave the default when nothing is
specified.

3 Repeat steps 1and 2 for each row of information in the table below.
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Results

vRealize Operations Manager Analytics configuration:

Receive
Name Type Interval Timeout p.Timeout Send String String
vrops_https HTTPS 30sec. 120sec. 5sec. GET /suite-api/api/deployment/node/status? ONLINE

service=api&service=admin&service=ui\r\n

DHS » GSLB ;: Moalters « wrops_hiips

interval 30 SBOON
Timacut [f20 seconas
Proba Timeoul 5 Lo
i ADL7APL/ POyt /nods, STACISTaE EVIEF=apLiatrviresadal RiasEVIne=g L Ewn
Send Siing
A
c::|.15:1
Rocaivg Sty
Cighee Lint [EFAUTIE®PORT
User Name 1
Password [ ]
Chont Cerificate [tere =
CHant Ky [Fore =
Boverss e i) Mo
Transpannt e 0 No
Adias: Address | * il Addrpsses
Alind Soreics Por * Al Ports
Updats  Duolete

Configure GSLB Pools

Global Server Load Balancing (GSLB) pools are an GTM objects that group collection of LTM
Virtual IPs in order to provide load-balancing and global availability between them

In our architecture it works together with the GTM health monitors and the big3d agents in order
to establish the best available datacenter to send user traffic to.More about GSLB Pools.

Procedure

1 Logintothe GTM web Ul and select DNS > GSLB > Pools.
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2 Click Create and provide the required information. Leave the default when nothing is

specified.

3 Repeat steps 1and 2 for each row of information in the table below.

Results
Maximum
Health answers
Name Type Monitors TTL returned Load Balancing Method Members
vrops_pool A vrops_https 30sec. 1 Preferred: Global Availability  Select the Virtual IPs

Alternate: Ration
Fallback: Fallback IP

Fallback IP: The IP address
of your master node

DMS » GSLB : Pools : Pool List » Properties : dr-vrops. gimisslscl-mbusngyrmaarne.com @ &

which resides on each
linked LTM and set their
desired ratio
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Configure Wide-IP

A wide IP maps a fully-qualified domain name (FQDN) to one or more pools of virtual servers that
host the content of a domain.

When an LDNS issues a DNS name resolution for a wide IP, the configuration of the wide IP
indicates which pools of virtual servers are eligible to respond to the request, and which load
balancing methods BIG-IP GTM uses to select the pool.More about Wide IPs.

Procedure
1 Loginto the GTM web Ul and select DNS > GSLB > Wide IPs.

2 Click Create and provide the required information. Leave the default when nothing is
specified.

3 Repeat steps 1and 2 for each row of information in the table below.

Results
Name Type Load-balancing method Peristance Lastresort Pool Pools
vrops.example.com A Global Availability Disabled vrops_pool Vvrops_pool

DNE » GSLB ; Wide IPs : Wide IP List » Mambers ; dz-vrops.gtmtest. sof-mbuw.esng. vmwars.com ; A

IRulas

i Load Bakancing Mathod Global Availability =] |
| Persistence Disabled =| |
I .
| Last Resort Poal [ dzvrops. gimbest sof-mbu_eng vimware.com(A) =l |
Updaie |
FPools Manage.,
v| = Order |~ Status * Pool Name Type Ratio Members
1] D dz-vrops.gtmiast. sof-mbu.eng. vrmwane.com A 1 2

. Enabla Disabla Ramove
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Citrix NetScaler Installation &
Configuration

Citrix NetScaler configuration guide

Before starting with this configuration make sure that the Netscaler device is deployed in the
environment and has access to the vRealize Operations components.

You can use either virtual or physical Netscaler in single or clustered configuration.

Enable the Load Balancer (LB) and SSL modules. You can do so from the NetScaler >
System > Settings > Configure Basic Features page.

In case you experience SSL timeout issues with the virtual edition of NetScaler please update
the appliance to version 11.0 65.35 or disable TLS 1.1/1.2 as per articlehttp://support.citrix.com/
article/CTX205578.

This is a known NetScaler bug - reference ID: 600155.

You can use either multi-arm or one-arm configuration. Our tests were done in multi-arm
configuration.

VPX versions of Netscaler doesn’t support certificates larger than 2048bits on the back-end
servers.

If you are planning to use VPX you will need to change the vRealize Operations certificate.
Configure a certificate for use with vRealize Operations Manager

FAQ: Key Sizes/Certificates Supported by NetScaler

This chapter includes the following topics:

Configure Health Monitors
Configure Service Groups
Configure Virtual Servers

Configure Persistence Group

Configure Health Monitors

NetScaler health monitors are used to determine the current status of an Virtual IP and redirect
the traffic accordingly.
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Procedure

1 Login to the Netscaler load balancer and select NetScaler > Traffic Management > Load
Balancing > Monitors.

2 Click Add and provide the required information. Leave the default when nothing is specified.

3 Repeat steps 1and 2 for each row of information in the table below.

Results

vRealize Operations Manager Analytics configuration:

Receive DEST.

Name Type Interval Timeout RETRIES Send String String PORT secure
vrops_http HTTP 16 sec. 15 sec. 3 GET/ (200 80 no
204
301)
vrops_https ~ HTTP- 16 sec. 15 sec. 3 GET /suite-api/api/deployment/node/ ONLINE 443 yes
EVC status?

services=api&services=adminui&services=ui

Note: For older versions of VROPS from
6.6.1to 7.5 please use the following URL
call, as starting from vROps 8.0 status API
enhanced to track separate services
status.

GET /suite-api/api/deployment/node/
status \r\n

vrops_epops HTTP- 16 sec. 15 sec. 3 GET /epops-webapp/health-check ONLINE 443 yes
EVC

Example

Example:
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Configure Monitor

MName

vrops_hitps

Type

HTTP-ECV v
Standard Parameters Special Parameters

Send 5Stn ng

[GET /Faufite-api/api/deploym ~|

Recerve String
[owLINE

Custom Header

o [

Configure Service Groups
Server Groups are used to contain the pools of members or nodes that will be receiving traffic.

Procedure

1 Login to the Netscaler load balancer and select NetScaler > Traffic Management > Load
Balancing > Service Groups.

2 Click Add and provide the required information.Leave the default when nothing is specified.

3 Enter each pool member as a Member and add it to the New Members type Server Based.

4 Repeat steps 1, 2, and 3 for each row of information in the table below.
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Results

Name Health Monitors Protocol SG MEMBERS address Port

ha-vrops-prod_80 vrops_http HTTP vrops_nodel vrops_nodel<ipaddress> 80
vrops_node2  vrops_node2:<ipaddress>
vrops_node3  vrops_node3:<ipaddress>

ha-vrops-prod_443  vrops_https SSL Bridge  vrops_nodel vrops_nodel<ipaddress> 443
vrops_node2  vrops_node2:<ipaddress>
vrops_node3  vrops_node3:<ipaddress>

ha-epops-prod_443 vrops_epops SSL Bridge vrops_nodel vrops_nodel:<ipaddress> 443
vrops_node2  vrops_node2:<ipaddress>
vrops_node3  vrops_node3:<ipaddress>

Example:

Load Balancing Service Group

Eanske Settings 4
Harme ha-vrops prod 443 Cactee Ty SERVER
- 551 BRIDGE Cacheatle HO
tate EMABLED N iz
""" ther State @ lUp e Loggmng ENABLED
ain D o T o

4 [Tre »

Settings 2
P OFF Lse Chertt F MO
srge Profection OFF erit Keep-aiw MO
Brcy Pt VIS TEH Buffering YiS

Tite iy EMABLED ent IF CHEABLED
eacier
Maonitors x

Configure Virtual Servers
Virtual servers contain the virtual IP address (VIP) for the pools of nodes that will be accessed.

Procedure

1 Login to the Netscaler load balancer and select NetScaler > Traffic Management > Load
Balancing > Virtual Servers.

2 Click Add and provide the required information. Leave the default when nothing is specified.

VMware, Inc.
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3 Repeat steps 1and 2 for each entry in the table below.

Results

Destination LOAD BALANCING SERVICE GROUP
Name Protocol address port METHOD BINDING
ha-vrops-prod-VIP_80 HTTP 10.23.90.18 80 Leastection ha-vrops-prod_80
ha-vrops-prod-VIP_443  SSL Bridge 10.23.90.18 443  Leastconnection ha-vrops-prod_443
ha-vrops-epops- SSL Bridge 10.23.90.19 443  Leastconnection ha-epops-prod_443

Ixpout as & Template

VIP_443
Example
Example:
Basic Settings
ha-urope-prod-ViF 4483
S51_BRIDGE
wlUp
ALEIELET ]
44y
-]
Sericed ke Service Gaolps
Mo Los
-
Btrthed

LEASTCOMMECTION
BOUNDREOEIN

Configure Persistence Group

Persistence profile using source addresses affinity.

Prerequisites

You must create a customer persistence profile by using the following steps:

Procedure

HONE

1

]
PASSIVE
EMAELED

o
PER_SECOMD

1 Login to the Netscaler and select NetScaler > Traffic Management > Load Balancing >
Persistency Groups.

2 Click Add and provide the required information. Leave the default when nothing is specified.

3 Repeat steps 1and 2 for each entry in the table below.
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Results

group Name Persistence
source_addr_vrops  SOURCEIP
source_addr_epops SOURCEIP

Note The timeout of the vRealize Operations Manager user sessions, configured through the

timeout Virtual Server Name

30 min.  ha-vrops-prod-VIP_80

ha-vrops-prod-VIP_443

30 min.  ha-vrops-epops-VIP_443

Global Settings page is 30 minutes is, consistent with vRealize Operations Manager configuration.

If the timeout value is updated for vRealize Operations Manager, it should be updated for

Netscaler too.

Example

Example:

Configure Persistency Group

Persisterce®

SOURCER 'h.l'_!
Pk Mgtk
FLTR 1T LT P
IPefs Mk Length

128

Backup Prrintence®

HONE |

Comfiguaed (7} Remove Al
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NSX-V Installation & Configuration

The NSX-V virtual networking solution includes the capability of deploying an Edge gateway as a
load balancer.

Currently, the NSX-V load balancer has basic load balancing functionality and it should not be
considered a full-fledged load balancer with advanced configuration like F5 LTM.

Note Use NSX-V version 6.1.3 and higher for all deployments as many issues with the load
balancers have been resolved in this release.

Prerequisites

The following are the prerequisites for a functional NSX-V load balancer in front of a vRealize
Operations Manager cluster:

This document assumes that NSX-V deployment is already deployed in the environment and
is fully functional.

The NSX-V deployment is of version 6.1.3 or higher.

NSX-V Edge is deployed and has access to the network on which vRealize Operations
Manager cluster is deployed.

Edge can be enabled for high availability, however it is not a requirement

Currently, there are 2 types of modes the load balancer can be used: Accelerated and Non-
Accelerated. Difference between Acceleration enabled/disabled is the LB will passthrough
TCP connection (enabled) or terminate the TCP connection (disabled), and then send once
the TCP connection is done, it will do open a TCP connection to the pool member.

This chapter includes the following topics:

VMware, Inc.

Install and Configure Edge for Load Balancing
Configure Application Profiles

Add Service Monitoring

Add Pools

Add Virtual Servers

Configure Auto Redirect from HTTP to HTTPS

Verify Component and Pool Status
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Install and Configure Edge for Load Balancing

Enable Load Balancing service

You can specify global load balancer configuration parameters and configure the NSX-V Edge for
load balancing by enabling the load balancer service.

Procedure

1 Loginto the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.

3 Double-click an NSX-V Edge.

4 Click Manage and then click the Load Balancer tab.

5 Click Edit and select Enable Load Balancer and Enable Acceleration
6 Click OK to save changes and enable the service on the Edge.
Example

Example from NSX-V 6.4 .x:

Edit Load Balancer Global Configuration
Load Balancer D Enable
Acceleration G Enable

Logging (PP Disable

Configure Application Profiles

You must create an application profile to define the behavior of a particular type of network
traffic.

After configuring a profile, you should associate the profile with a virtual server. The virtual server
then processes traffic according to the values specified in the profile. Using profiles enhances

your control over managing network traffic and makes traffic-management tasks easier and more
efficient.

VMware, Inc.
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Procedure

1 Login to the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.

3 Double-click an NSX Edge.

4 Click Manage and then click the Load Balancer tab.

5 In the left navigation panel, click Application Profiles.

6 Clickthe Add ( '~ "7 yicon.
Enter a name for the profile and select the traffic type for which you are creating the profile.
For example: vrops_https.

8 Select the Type: TCP

9 Select Persistence as Source IP.

10 Enter 1800 for Expires in (seconds).

11 Select Ignore for Client Authentication.

12 Click OK to save the Profile

Results

Note When the encrypted traffic is balanced, the load balancer cannot differentiate between
the traffic for vRealize Operations Manager analytics and EPOps.If you plan to use two load
balancers, one for vRealize Operations Manager analytics and one for EPOps, you could use the
same profile as both the profiles are identical. If you create two different profiles, only the name
of the profiles is different, but the configurations for both the profiles are identical.

Example

Example:
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Edit Application Profile | vrops_tcp

Applcation Profile Type TCR i)
General

Name * wviops_top

Persistence Source B

Expdres i =155 ]

Add Service Monitoring

Health monitors are required to ensure the NSX-V has the proper endpoints on the vRealize
Operations Manager node to test to make sure the node is available and functioning for clients to
access the node

Configuring service monitoring is similar to creating health checks on other platforms. In NSX-V
6.1, there is a limitation on how many health checks can be performed against a single node.
Currently, you can only have a single health check run against a node to ensure availability.

When you associate a service monitor with a pool, the pool members are monitored according to
the service monitor parameters. To configure a Service Monitor, perform the following steps.

Procedure

1 Loginto the vSphere Web Client

2 Click Networking & Security and then click NSX Edges.
3 Double-click an NSX Edge.

4 Click Manage and then click the Load Balancer tab.

5

In the left navigation panel, click Service Monitoring.

ADD

6 Click the Add ( ) icon.
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7 Enter a name for the service monitor. For example: vVROps_Monitor
8 Enter an Interval at which a server is to be pinged.
9 Enter a Timeout in seconds, maximum time within which a response from the server must be
received.
10 Enter the number of times the server must be pinged before it is declared down.
11 Select the Method in which you want to send the health check request to the server. For
example: GET.
12 Insert the health check URL as shown in the following table.
13 Enter the Receive data string needed for a successful health check response. For example:
ONLINE.
14 Click OK to save the new Service Monitor.
Results
Name Interval Timeout Retries Type Method URL Receive:
vROps_Monitor 5 16 3 HTTPS GET /suite-api/api/deployment/node/status? ONLINE
services=api&services=adminui&services=ui  (upper
________________________ case)
Note: For older versions of vVROPS from
6.6.1to 7.5 please use the following URL
call, as starting from vROps 8.0 status API
enhanced to track separate services
status.
/suite-api/api/deployment/node/status \r
\n
EPPOS_Monitor 5 16 3 HTTPS GET /epops-webapp/health-check ONLINE
(upper
case)
Example
Example:
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Mame: * VROFS_MONITOR

Interval: 5

Timeouls 15

Max Relries: 3

Type: HTTPS

Expacted:

Method: GET

URL: fsuite-apifapl/deployment/node/status

Send:

Recaive: OMLINE

Ewikgamalans >

e | [

Add Pools

You can add a server pool to manage and share backend servers, flexibly and efficiently.

A pool manages load balancer distribution methods and has a service monitor attached to it for
health check parameters.

Procedure

1 Login to the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.
3 Double-click an NSX Edge.

4 Click Manage and then click the Load Balancer tab.

5

In the left navigation panel, click Pools.

ADD

6 Click the Add ( ) to add Pool

Enter a name for the load balancer pool. For example: vVROps_Pool. (Optional) Enter a
description.

8 Select an Algorithm from the drop-down list. For example: LEASTCONN.
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9 Select the Monitors from the drop-down list. For example: VROps_Monitor.

10 Transparentcan be Enabled for 2-arm setup and should be disabled for 1-arm setup. (1-arm
when Virtual Server IP and VROPS IP addresses are from same subnet, 2-arm - from
different)

11 At the top navigation panel menu click Members.

12 Click the Add ( T~ ADD ) icon to add your member servers and the required information:

a Name
b IP Addressc.
¢ Weight: 1d.
d Monitor Port: 443e.
e Port: 443f.
f  Max Connections: Og.
g Min Connections: O
IP
Address/
Member vCenter Monitor Max Min
Pool Name Algorithm Monitors Name Container Weight Port Port Conns Conns
VROps_Pool LEASTCONN VvROps_Monitor VvROps_Nodel x.x.X.X 1 443 443 0] 0]
EPOps_Pool LEASTCONN EPOps_Monitor EPOps_Nodel X.X.x.X 1 443 443 0 0]
Example
Example:
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Edit Pool | vROPS_POCL b
General

[T T WEDPS_POOL

Ehrns rippticn;

dlgarithm: LE&STEOMMN

Monitors: VROES. MIOMITON_AR_LI

1P Fifter By

Transparent .:,'I Enably

Edit Pool | vROPS_FOOL *
Mémbers
Mams 1P Address [/ VC Welkght onor Porl Port Mam Min
Containgr Connection Connactiond
NODE ——— 44 g
ODE S
M e 1 a4
[==—=="] 44 o o

Add Virtual Servers

Virtual servers contain the virtual IP address (VIP) for the pools of nodes that will be accessed

You can add an NSX Edge internal or uplink interface as a virtual server.
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Procedure

1 Login to the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.

3 Double-click an NSX Edge.

4 Click Manage and then click the Load Balancer tab.

5 In the left navigation panel, click Virtual Servers.

6 Clickthe Add ( '~ "7 yicon.

7 Enter a name for the virtual server. For example: vROps_Virtual_Server

8 Select Enable Virtual Server and Enable Acceleration.

9 Select the Application Profile name from the drop-down list. For example: Exp: vrops_https

10 Enter a Name for the virtual server.

11 (Optional) Enter a description.

12 Enter the IP Address to be used for the VIP.

13 From the drop-down list for Protocol, select TCP.

14 Enter the Port value as 443.

15 From the drop-down list for Default Pool, select the default pool that you have configured.
For example: vVROps_Pool

16 For Connection Limit and Connection Rate Limit, leave the default as O.

Results

Note If you are using separate load balancers for vRealize Operations Manager and EPOps, the
above steps need to be repeated for EPOps virtual server. Use different names for EPOps profile
and respective pool. For example: epops_http and EPOPS_Pool.

Example

Example:
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Edit Virtual Server | vrops_tcp

Sirtudl Served [;. Erabie
Acceloration * (".

Apphcation Profie:

Blarna: * Tops_kcp
Desenplicn

P Address: - =
Protecok TCD

Part f Port Range: * a3

Configure Auto Redirect from HTTP to HTTPS

When using the NSX-V load balancer in front of the vRealize Operations Manager cluster you
may want the URL to automatically redirect to the HTTPS login page.

If you do not configure this the user will need to insert the https field in front of the URL/IP
Address. Similar setting is also required in a HAProxy configuration to ensure the redirect works
properly. You must configure application profiles and virtual servers for HTTPS redirect.

Note Ensure that you are using the HTTPS URLs in a correct manner.

Configure Application Profile for HTTPS Redirect

When using the NSX-V load balancer in front of the vRealize Operations Manager cluster you
may want the URL to automatically redirect to the HTTPS login page. If you do not configure this
the user will need to insert the https field in front of the URL/IP Address

You must configure application profiles and virtual servers for HTTPS redirect.

NOTE: Ensure that you are using the HTTPS URLs in a correct manner.

Procedure
1 Login to the vSphere Web Client.
2 Click Networking & Security and then click NSX Edges.

3 Double-click an NSX Edge.
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4 Click Manage and then click the Load Balancer tab.

5 In the left navigation panel, click Application Profiles.

ADD

Click the Add ( ) icon.

Enter a name for the Application Profile. For example: vVROps_Redirect

6
7
8 From the drop-down list for Type, select HTTP.
9

For HTTP Redirect URL, enter https://<ip_address_of_vip>/ui/login.action.

10 From the drop-down list for Persistence, select Source IP.
11 Enter 1800 for Expires in (seconds).

12 Click OK to save.

Example

Example:

Edit Application Profile | vrops_redirect

Application Profile Type L @
Genersl

Mama * wrops_redrect

HTTE Bedirect Uil Ao/ = tog m action
Porskitence Source I

EXpIFes in a0

Inpert X-Forwarded-Fes HTTP heager ®»

Configure the Virtual Server for HTTPS Redirect

Virtual server fort HTTPS redirect

You can configure the virtual server for HTTPS redirect.

Procedure
1 Login to the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.
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3 Double-click an NSX Edge.
4 Click Manage and then click the Load Balancer tab.

5 In the left navigation panel, click Virtual Servers.

6 Click the Add ( = “PF

) icon.
7 Select Enable Virtual Server.

8 Select an Application Profile from the drop-down list that you have created. For example:
vrops_redirect

9 Enter a Name for the virtual server.

10 (Optional) Enter a Description.

11 Enter IP Address for the VIP.

12 From the drop-down list for Protocol, select HTTP.
13 Enter the Port value as 80.

14 From the drop-down list for Default Pool, select None. For NSX-V versions 6.2.7 and 6.3.0,
create an empty pool and assign it as the default pool.

15 For Connection Limit and Connection Rate Limit, leave the default as O.

Example

Example:
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Edit Virtual Server | vROPS_REDIRECT

General

WVirtual Serves * ﬂ Enakb

Acceleration * 8 cEnat

Application Prafile: weps_redirect

Hame: * vROPS_REDSECT

Diescripiiomn;

iP Address: " E—— Seacl Address
Protocol HTTR

Port J/ Port Range: * Bo

Verify Component and Pool Status

After completing configuration for health monitors, server pools, and virtual servers, verify the
status of the configured environment and filter to the specific deployment that was just
configured to get an overall view of the nodes, pools, and virtual servers.

You can verify the status of the components running on the load balancer and you can check the
status of the pools from inside the Ul of the vSphere Web Client.

Procedure

1 Login to the vSphere Web Client.

2 Click Networking & Security and then click NSX Edges.

3 Double-click an NSX Edge.

4 Click Manage and then click the Load Balancer tab.

5 In the left navigation panel, click Pools.

6 Click Show Pool Status ( SHOWSTATLS ). A Pool and Member Status pop-up window
appears.

7 Select a pool ID. For example: VROps_Pool.
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Results

The member ID and status of the selected pool are displayed. The status can be UP or DOWN.

Example

Example:

Pool and Member Status x

Pool Status and Statistics:

Stalus

E
Iz

=

1 110t 5 gem

Member Status and Statistics:

Hame IP Address f VT Slatus Current Total Bytes In Bytes Out
Container SEEEONT Sessong
MODET [ up 4] 2 632 5078 =l
NODE2 a—— F 0 0 0
MODES = Lup o 0 0
-
i | 1-Td d R

CLOSE
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NSX-T Installation & Configuration

The NSX-T virtual networking solution includes the capability of deploying an Edge gateway as a
load-balancer.

It offers high availability and load balancing for TCP and HTTP-based applications.

Note Please use NSX-T version 2.2 or higher if you like to handle SSL Certificates within the
load-balancer.

Prerequisites

The following are the prerequisites for a functional NSX-T load balancer in front of a vRealize
Operations Manager cluster:

m  This document assumes that NSX-T is already deployed in the environment and is fully
functional

m  The NSX-T deployment is version 2.2 or higher

m  NSX-T Edge has access to the network on which the vRealize Operations Manager cluster is
deployed

m  NSX-T Tier-1 edge for load balancing is configured

m A vRealize Operations Manager cluster has been deployed in the environment and is fully
functional with all nodes in the cluster accepting traffic. The cluster might have high
availability enabled, but it is not a requirement

m 1 Virtual Server IP address for vRealize Operations Manager analytics

An additional VIP/Virtual Server IP address for EPOps traffic, in case of separate load balancers is
used for analytics and EPOps

This chapter includes the following topics:
m  NSX-T Version 2.2, 2.3

m  Configure Application Profiles

m  Configure Persistence Profile

m  Add Active Health Monitor

m  Configure Server Pools
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m  Configure Virtual Servers

m  Configure Load Balancer

m  Verify Components, Pool and Virtual Server Status
m  NSX-T Version 2.4, 2.5.X, 3.X.X

m  Configure Load Balancer

m  Configure Application Profiles

m  Configure Persistence Profile

m  Add Active Health Monitor

m  Configure Server Pools

m  Configure Virtual Servers

NSX-T Version 2.2, 2.3

Configuration guide for NSX-T version 2.2, 2.3

Configure Application Profiles

Application profile must be created to define the behavior of a particular type of network traffic.

For NSX-T, two application profiles need to be created to:
m  Redirect HTTP to HTTPS
m  Handle HTTPS traffic

After the configuration of an application profile, the same should be associated with a virtual
server. The virtual server then processes traffic according to the options specified in the
application profile.

Log in to the NSX-T Ul:
Configure the Application Profile for HTTP requests:

m  Go to Load Balancing -> Virtual Servers -> Application Profiles

m Click the Add (
) icon and choose HTTP Profile.

m  Choose a name for the profile and enter parameters (please refer to the example below)
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Edit HTTP Profile @

L
4

B arme vROP4_HTTR ta_HTTR:

Description

Rdiraction ne
HTT ~ 1
n. HTTE HTTPS Bedirect
Profile Conliguration

A-Forwarded-For
Advantced Froperies

= 1
Connection idie Temeoul (58C) 5

W
Request Header Size (bytes) o2&
Réeguest Body Size (Dytes)
MTLM Authentication isapied (I

Configure the Application Profile for HTTPS requests:

= Go to Load Balancing -> Virtual Servers -> Application Profiles

m  Click the Add (
) icon and choose Fast TCP Profile.

m  Choose a name for the profile and enter parameters (please refer to the example below)
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Edit Fast TCF Profile

£~
o

. wEOP HTTES
T T i

D3 r kel

HA Flow Mironng icies (I

Configure Persistence Profile

Persistence profile using source addresses affinity
= Go to Load Balancing — Virtual Servers — Persistent Profiles

m  Click the Add (

) icon and select Source IP Persistence

m  Choose a name for the profile and enter parameters (please refer to the example below)

Add New Source IP Persistence Profile Gix

Marme i -

Description
Brofile Confguration
Share Persistence e l®
1800

Bersistence Entry Timeout binuiio
(seconds)

Dusahiad
HA Persistence Mirrorning e

Burge Entries when Full
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Add Active Health Monitor

Configuring active health monitoring is similar to creating health checks on other load-balancers.

When you associate an active health monitor with a pool, the pool members are monitored
according to the active health monitor parameters. To configure an Active Health Monitor,
perform the following steps:

m  Go to Load Balancing — Server Pools — Active Health Monitors

s Clickthe Add(  )icon

m  Choose a name for the active health monitor and enter Monitor Properties (please refer to
the example below)

Note LbHttpsMonitor is pre-configured monitor for HTTPS protocol and it can be used for
this Active Health Monitor

m  Configure Health check parameters withthe following values:

ko

VMware, Inc.

Request Method

GET

Request URL

/suite-api/api/deployment/node/status?services=api&services=adminui&services=ui

Request Version

HTTP_VERSION_1_1

Response Status Codes

200, 204, 301

Response Body

ONLINE (upper case)

Ciphers

TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256,
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384, TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA,
TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA, TLS_ECDH_ECDSA_WITH_AES_256_CBC_SHA,
TLS_ECDH_RSA_WITH_AES_256_CBC_SHA, TLS_RSA_WITH_AES_256_CBC_SHA,
TLS_RSA_WITH_AES_128_CBC_SHA, TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA,
TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA256,
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384, TLS_RSA_WITH_AES_128_CBC_SHA256,
TLS_RSA_WITH_AES_128_GCM_SHA256, TLS_RSA_WITH_AES_256_CBC_SHA256,
TLS_RSA_WITH_AES_256_GCM_SHA384, TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA,
TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA256,
TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256,
TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA384,
TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384,
TLS_ECDH_ECDSA_WITH_AES_128_CBC_SHA,
TLS_ECDH_ECDSA_WITH_AES_128_CBC_SHA256,
TLS_ECDH_ECDSA_WITH_AES_128_GCM_SHA256,
TLS_ECDH_ECDSA_WITH_AES_256_CBC_SHA384,
TLS_ECDH_ECDSA_WITH_AES_256_GCM_SHA384, TLS_ECDH_RSA_WITH_AES_128_CBC_SHA,
TLS_ECDH_RSA_WITH_AES_128_CBC_SHA256, TLS_ECDH_RSA_WITH_AES_128_GCM_SHA256,
TLS_ECDH_RSA_WITH_AES_256_CBC_SHA384, TLS_ECDH_RSA_WITH_AES_256_GCM_SHA384

Note: Ciphers selection can be vary based on security requirements.

67



VvRealize Operations Manager Load Balancing

7. Protocols
TLS_V1_1, TLS_V1_.2
8. Server Auth
IGNORE
9. Certificate Chain Depth
3
Name Interval Timeout Retries Type Method URL Receive:
VROPs_MONITOR 5 16 3 HTTPS GET /suite-api/api/deployment/node/status? ONLINE
services=api&services=adminui&services=ui (upper
case)
Note: For older versions of vVROPS from
6.6.1to 7.5 please use the following URL
call, as starting from vROps 8.0 status API
enhanced to track separate services
status:
/suite-api/api/deployment/node/status \r
\n
EPOPS_Monitor 5 16 3 HTTPS GET /epops-webapp/health-check ONLINE
(upper
case)

m  Here is an example of how the configuration should look like:
Edit Active Hoalth Monilcr Maonitor Prapertios

I Moo Proparten M
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Edit Active Health Manitor S50 and HTTP Health Chieck Parameters & x

T Moo Properiss
Contapse the 535 Comnacton Wt Dedore the HTTP Skgue!
3 Al Eheci PErASEIE L

S5L Frofocols
LT L]
ks .
B E;,,} L N1
Tk Wi-3
©
S5L Ciphers
P Nirsitada
= .
@ TLE_FCDE SRl Vil KR, 128

TLE LD, A WiTw, SN T

(a .

CaMCEL [F T

m  Example for vROPS_Monitor

Edit Active Health Mondtor S50 and HT TP Health Check Parameters @ =
HTTE G iF L Juate-ara) il Sasioy -
1 Sretsr Progeits
WTTE Baguarid Varissn HITRLYERSOR, 8.1
2 Health Check Parameters
S — n
v AnD BELATE
e ase b e Y s
HTTF Rgasis Body
HTTP Bwaponse Confgurabon
WTTR Bwapoms Cooe i ool
Tos®y rempores codes sscaraed by comms fespert uh in i codes
WD Bwapivin Bay Ol N
—— ]

m  Example for EPOPS_Monitor
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2. Hawfth Chack Paramsien

m  Note:There is an issue with active health monitor in version 2.3.0.1. For this version Active
Health Monitor should be configured by the following way in order to avoid unexpected
Virtual Servers down (Upgrade to NSX-T Version 2.4 is the permanent recommendation)

m Clickthe Add(  )icon

m  Choose a name for the active health monitor and enter Monitor Properties (please refer to
the example below)

1. Health Check Protocol
LbTcpMonitor

2. Monitoring Port
443

Note LbTcpMonitor is pre-configured monitor for TCP protocol and it can be used for this
Active Health Monitor
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edit Active Health Monitor Monitor Properties

1 Morsor Properied

i

Configure Server Pools

NSX-T Server Pools are used to contain the nodes that are receiving traffic.

You will need to create a single pool per vRealize Operations Manager cluster with all the data
nodes participating in the cluster as members. Remote collectors should not be added into this
pool.

Configure a Server Pool:

m  Go to Load Balancing — Server Pools — Server Pools

= Clickthe Add( ) icon

m  Choose a Name for the pool. For example: vVROPs-POOL
m  Set Load Balancing Algorithm as LEAST_CONNECTION
m  Configure SNAT Translation as Auto Map

m  Add the pool members (vRealize Operations Manager data nodes IP addresses and Port)

a Name

b IP Address
c  Weight: 1
d Port: 443

e State: ENABLED
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VMware, Inc.

Attach an Active Health Monitor to the pool (please refer to the example below)

Pool Name Algorithm

VROPS-POOL  LEASTCONN

EPOPS_POOL LEASTCONN

Edit Server Pool

1 General Propertes

L

Monitors Member Name

VROPS_MONITOR vROPS_NODE1

EPOPS_Monitor EPOPS_NODE1

Ganeral Properties

o#d Balsncang Algonin

Advancdd Prope te

IP Address Weight Port STATE

X.X.X.X 1 443 ENABLED

X.X.X.X 1 443 ENABLED
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Edit Server Pool
1 Geressl Propertes

3 Pool Memben

SMAT Translation @ =

Thees Moy Duksnd O the TORSIGGy &8 MUPECrTad. | Cise of inlne depioyment of Load Balancer, e Transparent
(N _SHAT) ta preseres ofigenal Chant & and Podt, Auld Map made uses LB mierfade IP and sphemeral port. in
BEEra white DOth Chends and POl Merers are attached [0 he Same Logeoal Bowter, SHAT (Auio Mg of IP List)
mial b uied

Tranaisin Mods * () Tramparent i) &otostap (Ci @ Lt
A Heahh Mens
i Dt Craertzne enuciea
=]
Dt Fadt e
Edit Server Poagl Pool Members & »

1 General Propestes
2 SHAT Trandeltn
3 Pocl Members

4 FEalh Mot
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Pool Mesmbars can ether be Static member that sigws you 1o add P and Forts of indriduisl servers or Dynadnic
Memnbers 45 defined by NSEoD Membership Crbens. The adimin tiade inCase Of the Dyname Members can be 4et
aftér Server Pool creation in the: Memibers section of the Secver Poot Cunrendly only Pvid addressng m sunportéd

Mermteihe Ty 0 fws ) O

Static Membership

+ 4Bt
Hame " #any wegm $1ane Baivn a
Blgsbent Cancurrand
Ganraciion
Watre Ue— i) P ENABLED »
2 mepsca Dl i ENABLED »
2 pma 443 1 ousis (P
O can & . R »
I e a P e
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Edit Server Pool Health Monitors

4 Heath Monsoey

Configure Virtual Servers

NSX-T Virtual Servers contain the Virtual IP address (VIP) for the pools of nodes that will be
accessed.

In this case, there are two separate VIPs created with the same IP address. One virtual server is
used for redirecting insecure HTTP (port 80) traffic to a secure-channel connection - HTTPS (port
443). The second virtual server is used for handling and forwarding secure-channel traffic
(HTTPS) to the backend systems.

Configure the Virtual Servers for HTTP requests:

m  Go to Load Balancing — Virtual Servers — Virtual Servers

= Clickthe Add ( )icon

s Choose a name for Virtual Server

m  Configure Application Type as Layer 7

= Assign appropriate Application Profile (please refer to the example below)
m  Assign VIP (Virtual IP) and port 80 to handle HTTP requests

s Add Default Pool Member Port 8O
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= Assign appropriate Persistent Profile (please refer to the example below)

Note There is no need to configure any Server Pool for this Virtual Server

Edit Virtual Server General Properties 5o
1 derueral Erageerieg M VRO E=-NERTI-HTTR
2 Wwhasl Serder idenditeers Pescrption

1 Serser Posl knd foled

Losd Balsccar Applisation Prafie
4 Load Balanong Profles

A Pasymiante Profiay

B Clend Saie S50

Aptincaten Ty - U Limef &
S Sereer 5= 5L

ApReFlios Brofhe WOy WTTE b WTIES

AccEit Loy Dapied C.'
Edit Virtual Server Virtual Server Identifiers @ X
1 (ernipl Propesetes = Addreii 92 32207 200

I Wetuad Server IdenbBers Aot Lo
J Server Pool s Mules

4 Load Bslancng Profles

Byl o
A Perastercs Brofie
Btvinfliel] By ofeielind
B Chent Sxie 551
[Ty e T}
S Dok BEL Cowraton
Mhpana Mew Dorress o Rbs
B

Defaast Pl Maeriter Bort
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Edit Virtual Server Persistence Frohiles

Peruatencs Pcfieg

A Barsiitencs Peohies

Configure the Virtual Servers for HTTPS requests:

= Go to Load Balancing — Virtual Servers — Virtual Servers

= Clickthe Add () icon

s Choose a name for the Virtual Server

m  Configure Application Type as Layer 4

= Assign appropriate Application Profile (please refer to the example below)
= Assign a VIP (Virtual IP) and port 443 to handle HTTPS requests

s Add Default Member Port 443.

m  Assign appropriate Server Pool (please refer to the example below)

m  Assign appropriate Load Balancing Profile (please refer to the example below)
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Edit Virtual Server

1 isenevai PropeTtes
3 Wit St ihihAen

3 Seved Pobd

4 Load Baleecing Profites

Edit Virtual Server

1 Qariasiind Brogbriied

3 Wirtasl Server identiliers

3 Sereer Poci

4 Load Balancwng Proliss
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a2
Lowd Balarcar Applaatie Protis

L BEIA0R S0sCIINN Profes ReE T BO0RCFION Dovio0od IR ©f T Vi Sarver Thi Cufteer] | Hees ool Poss
by o App Pt Faat TOM Brotis Fard LOE Jung g TR Depfes Fov HTTI gt TS pestmnitane il 1 b nasrovagl &
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WTTR Profien Fanl o

ez
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Ao Log
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Virtual Server identifiers
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i W 108 207 200

et ¢ e
SSRHy DnT | SO oo Eald W PR 6 BSOSO O BeQelT et AT Dy TR (6
DO, W0=00, 303
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Dfmat Pocl Msmber Port e ]

Scauly port (e g BOEC) or por] renge (e g BO-50] or Bl wEaraed iy conma (v
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Edit Virtual Server Server Pool

aaaaaa

3 Served Pool

Edit Wirtual Server pad Balancing Profiles

wiaikl e Dty

4 Load Balancing Frofie:

Configure Load Balancer

Specify a load-balancer configuration parameter
You need to configure the NSX-T appliance for load balancing by creating the respective service.

m  Go to Load Balancing — Load Balancers
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Click the Add (

) icon

m  Choose a name, select appropriate sizing (depends on VROPS cluster size) and error log level

and press OK

m  Attach the previously created during installation and configuration “Tier 1 Logical Router” to

the newly created Load Balancer (Overview — Attachment — EDIT)

m  Attach the previously created Virtual Servers for HTTP and HTTPS to the Load Balancer

(Virtual Servers — ATTACH)

Name _ VROPS

Description

Load Balancer Size

© smaLL ") MEDIUM

Error Log Level

Select from one of the three avallable choices of size for the Load Balancer

/I Warning: Changing the Load Balancer Size will disrupt the active traffic on
the Load Balancer. Service Disruption is 1o be expected

) LARGE

1000 3000
cPU 12
emory  16GE

VMware, Inc.

79



VvRealize Operations Manager Load Balancing

8 Tools . it i
O O c— -
v o LoadBaiancios | | ) o enm— =
m Deetcripbion
s [ = o Oparational Status
Earan e —_— LB See
Secver Pools — Accesslog
[ < e Y Ertor Log Lavel
» B Fireaal -
L O e T < Attachment | EGIT|
@ Routing O e ————————— Tier-1 Bonutar
3 Arinae Eooe Nods
» [3 ool 0O veops ¥

§

~ Manage Tags

Attach to a Logical Router

Select the Router to which the Load Balancer VROPS-NSXT22 is to be

Sandly Eoge Node

EENT

attached. Only Tier-1 Routers in 'Active Standby’ are currently supported,

Note: The Load Balancer can only be Enabled if it had a Virtual Server
associated with it.

Tier-1 Logical Router *

CANCEL

OK
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Mame

- Getting Started Virtual Servers

ATTACH = DETACH
3 Haem
o Load Balancing i

Losd Balancers

2
L5 ]
a
a
a
e
L5 ]
O Veops 3

I ool

Verify Components, Pool and Virtual Server Status

After completion of configuration, status of components running on the load balance can be
verified.

To get an overall view of the nodes, pools and virtual servers need to use steps described below:
m  Go to Load Balancing — Server Pools — Server Pools
m  Select the pool that you want to verify. For example: vVROPS-POOL

= Click on Pool Member Statistics. The member IP:Port and status of the selected pool are
displayed. The status should be UP. (can be UP or DOWN)

m  Go to Load Balancing — Virtual Servers — Virtual Servers
m  Select the virtual server that you want to verify. For example: VROPS-NSXT22-HTTPS

m Click on Statistics. Connections, Connection Rate and Throughput should be displayed. If
configuration is mentioned metrics should display status graphs.
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Virtasl Sewnis

NSX-T Version 2.4, 2.5.X, 3.X.X

Configuration guide for NSX-T version 2.4, 2.5.X, 3.X.X

Configure Load Balancer

Specify a load-balancer configuration parameter
You need to configure the NSX-T appliance for load balancing by creating the respective service.
s Go to Networking—lLoad Balancing — Load Balancers

m  Click the Add (

ADD LOAD BALANCER

) icon

m  Choose a name, select appropriate sizing (depends on VROPS cluster size), error log level,
previously created during installation and configuration “Tier 1 Logical Router” and press OK
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NOTE - Daf oo ot L C8A B 800 B U8 FEaNEShorY Rkl Alilvee & Savl DEile

m  For the following dialog select NO

@ Load Balancer VROPS was Successfully Submitted.

Want to continue Configuring this Load Balancer

YES MO

Configure Application Profiles

Application profile must be created to define the behavior of a particular type of network traffic
For NSX-T, two application profiles need to be created to:

m  Redirect HTTP to HTTPS

m  Handle HTTPS traffic

After the configuration of an application profile, the same should be associated with a virtual
server. The virtual server then processes traffic according to the options specified in the
application profile.

Configure the Application Profile for HTTP requests:
= Go to Networking -> Load balancing -> Profiles

m  Select Profile Type

APPLICATION ~

m  Click the Add (

ADD APPLICATION PROFILE ~

) icon and choose HTTP Profile.

m  Choose a name for the profile and enter parameters (please refer to the example below)
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Configure the Application Profile for HTTPS requests:
= Go to Networking -> Load balancing -> Profiles

m  Select profile type

APPLICATION ~

m  Click the Add (

ADD APPLICATION PROFILE ~

) icon and choose Fast TCP Profile.

m  Choose a name for the profile and enter parameters (please refer to the example below)

Description Erder T Connection Close Timeout E
235
SAVE CANCEL

Configure Persistence Profile

Persistence profile using source addresses affinity
= Go to Networking -> Load balancing -> Profiles
m  Select profile type
PERSISTENCE ~
m  Click the Add (
ADD PERSISTENCE PROFILE v
) icon and select Source IP

m  Choose a name for the profile and enter parameters (please refer to the example below)

VMware, Inc.
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[ROPS_PERCSTEMCE {:'

Add Active Health Monitor

Configuring active health monitoring is similar to creating health checks on other load-balancers.

When you associate an active health monitor with a pool, the pool members are monitored
according to the active health monitor parameters. To configure an Active Health Monitor,
perform the following steps:

Go to Networking -> Load balancing -> Monitors

Select monitor type ACTIVE™

ADD ACTIVE MONITOR ~

Click the Add ( ) icon and select HTTPS

Choose a name for the active monitor and enter Monitor Properties (please refer to the
example below)

Configure Health check parameters withthe following values:

3. HTTP Method
GET
4. HTTP Request URL
/suite-api/api/deployment/node/status?services=api&services=adminui&services=ui (or /epops-
webapp/health-check for EPOPS)
5. HTTP Request Version
1.1
6. HTTP Response Code
200, 204, 301
7. HTTP Response Body
ONLINE (upper case)

VMware, Inc.
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Name Interval Timeout Retries Type Method URL Receive:
VROPs_MONITOR 5 16 3 HTTPS GET /suite-api/api/deployment/node/status? ONLINE
services=api&services=adminui&services=ui (upper
case)
Note: For older versions of vVROPS from
6.6.1to 7.5 please use the following URL
call, as starting from vROps 8.0 status API
enhanced to track separate services
status:
/suite-api/api/deployment/node/status \r
\n
EPOPS_Monitor 5 16 3 HTTPS GET /epops-webapp/health-check ONLINE
(upper
case)
m  Here is an example of how the configuration should look like:
s _MONITOR TTPS 447 -]
sacrntan Fali it
Tagn Fise Count
w - Additional Fropsrties
HTTP Bequest Confgura HTTP Resporss 1
S5 Confi i
BANVE &
m  Example for vROPS_Monitor
86

VMware, Inc.



VvRealize Operations Manager Load Balancing

HTTP Request and Response Configuration

Active Health Manitor - vROPYS, MONITOR

HTTP Reguest Canfiguration HTTP Respanse Configuration

HTTP Method Get W

HTTP Request URL fsulte-api/api/deployme

HTTP Request Version 11

Headet Namae Header Walue

Request Header not found

HTTP Request Body

HTTP Request and Response Configuration

Active Health Monitor - vROPS_MONITOR

HTTF Reqguest Configuration HTTP Response Configuration

HTTP Response Code S0 ¥ 204 ¥ 300 ¥

HTTP Response Body GMLINE

m  Example for EPOPS_Monitor
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HTTP Request and Response Configuration *
Actik Health Mantar - vROPs_MORNTOR

HT TP Request Configuration HTTP Response Configuration

HTTE Method Gl

HTTP Reguest URL fepops- webapp/heaith-

HTTP Regquest Verdon i1

ADD |

HMesder Hame Hesder Valuse

HTTP Reguest Body

HTTP Request and Response Configuration s
Artive Health Monritor - vROR .._.L._._:_L.In.-:;,

HTTP Request Configuration HTTP Response Configuration

HTTP Response Code 200 x I04 ¥, 304 ¥

HTTP Response Body GMLINE

Configure Server Pools

NSX-T Server Pools are used to contain the nodes that are receiving traffic.

You will need to create a single pool per vRealize Operations Manager cluster with all the data
nodes participating in the cluster as members. Remote collectors should not be added into this
pool.
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Configure a Server Pool:

Go to Networking —Load Balancing — Server Pools

ADD SERVER POOL

Click the Add (

) icon

Choose a Name for the pool. For example: vVROPs-POOL

Set Algorithm as LEAST CONNECTION

Configure SNAT Translation Mode as Automap

Attach an Active Monitor to the pool (please refer to the example below)

Add the pool members via
addresses and Port)

a Name

b IP Address
¢  Weight: 1
d Port: 443

e State: ENABLED f.

Select Members

Selech Memberi

Aetive Moritor VOO0 WMORATOD

kiax MuRliplemng Canngctions

BN Active WMemibads

(vRealize Operations Manager data nodes IP

Pool Name Algorithm Monitors
VROPS-POOL LEASTCONN VROPS_MONITOR

EPOPS_POOL LEASTCONN EPOPS_Monitor

VMware, Inc.

Member Name IP Address Weight Port STATE
VROPS_NODE1T x.x.X.x 1 443 ENABLED
EPOPS_NODET X.X.X.X 1 443 ENABLED
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Configure Server Pool Members

Configure Virtual Servers

NSX-T Virtual Servers contain the Virtual IP address (VIP) for the pools of nodes that will be
accessed.

In this case, there are two separate VIPs created with the same IP address. One virtual server is
used for redirecting insecure HTTP (port 80) traffic to a secure-channel connection - HTTPS (port
443). The second virtual server is used for handling and forwarding secure-channel traffic
(HTTPS) to the backend systems.

Configure the Virtual Servers for HTTPS requests:

m  Go to Networking — Load Balancing — Virtual Servers

»  Click the Add ( ADD VIRTUAL SERVER +

) icon and select L4 TCP

s Choose a name for the Virtual Server

m  Assign appropriate Application Profile (please refer to the example below)
m  Assign appropriate Load Balancer (please refer to the example below)

m  Assign appropriate Server Pool (please refer to the example below)

m  Select Persistence as Source IP (please refer to the example below)

m  Assign appropriate Source IP profile (please refer to the example below)

m  Assign a VIP (Virtual IP) and port 443 to handle HTTPS requests
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Type Load Baldts e Server Poal
YROPS-NEXTZ2-HTTPS 02168 207,50 ‘ ] 4 VROES CRCPS-POH
Droniphson A pepic.at o Profite Py W
Persnience Soua B
Boumca @ " W PERCETER
W Mgddibonad Propevties
Ml Corsourmend Corewe o MK M Cormsciaon Bate
Sarmy-Servlr Posd Dafault Posl Member Pora
Achmar: SAate @0 raoe Accads Log ':, TN REART
Fags
Configure the Virtual Servers for HTTP requests:
Go to Networking — Load Balancing — Virtual Servers
Click the Add ( LB RL U RS DS ) icon and select L7 HTTP
Assign appropriate Application Profile (please refer to the example below)
Assign VIP (Virtual IP) and port 80 to handle HTTP requests
Note There is no need to configure any Server Pool for this Virtual Server
hiat L T Pt Tyes L Babil e Satrwnd Posped
BODS-MEXTS - i3 LAHTTF - =
i T e Apphgaton Pl RO HTTR_fo_HTTFS
Barililshcs 65 Coopgratan Lonfaan

Ham P Mg Parin

¥ Loned Balersior Ruled

b Edditional Progaries
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